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GoogleDeepMind  About~ Rasewch v Tactncogies+  Discover v AlphaProteo generates novel proteins
AlphaFold Guorview  Impocksiodes: diphaFolliatdbeas il Alpbekoki Sorvey for biology and health research

yn and Wet Lab teams

-+ AlphaFold

K
N

/ Accelerating breakthroughs in biology with Al
"

https://deepmind.google/technologies/alphafold/
https://deepmind.google/discover/blog/alphaproteo-generates-novel-proteins-for-biology-and-health-research/
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Other panellists Demis Hassabis

Michael Demis Hassabis is the co-founder and CEO
of Google DeepMind, one of the world’s

Bruter ] S
leading AT research organisations.

Emilie

Caspar

Demis Hassabis is the co-founder and CEO of Google DeepMind,
one of the world’s leading Al research organisations. Founded in
2010, DeepMind has produced numerous landmark Al
breakthroughs such as AlphaGo, the first program to beat the
world champion at the game of Go, and AlphaFold, which was
heralded as a solution to the 50-year grand challenge of protein

John J. Hopfield Geoffrey E. Hinton ' lding

o e ; . - . Vér
for foundational discoveries and inventions =0
that enable machine Iearning e research work including the Breakthrough Prize in Life Sciences,

i o an ” e Canada Gairdner Award, & e Lasker Award. His work has
with artificial neural networks the Canada Gairdner Award, and the Lasker Award. His work has

Bernard

Feringa

Hassabis has won many prestigious international awards for his

THE ROYAL SWEDISH ACADEMY OF SCIENCES Society and the Royal Academy of Engineering.
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BingChat
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OpenAl ChatDALLE
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Google SGE
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ChatGPT- Apple ChatGPT
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Transform the lantern into a bubble that soars into the air.

https://ai.meta.com/research/movie-gen/ NAVER Cloud



This site quizzes 9 Verbal & 4 Vision Als every week | Last Updated: 11:08AM EDT on September 14, 2024
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What is Phi-3.5-vision?

Explained with Working Examples

|5t sLM and sVLM (HIE€ 27} ME0| S8)

‘, Research Graph - Follow

@ 13minread - Aug 30,2024

| Lightweight
and multimodal

@ @ sy Llama models

VVVVVV nall  Phi-3- med um Phi-3.5-mini Phi-3.5-vision
3.88) 428)

Instruction Tuned

The Phi3 model series and its variations (Source [5

https://ai.meta.com/blog/llama-3-2-connect-2024-vision-edge-mobile-devices/
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FEATURED AI AROUND YOUR NECK DRINKS WITH A KICK APOCALYPSE-PROOF TRUCK WH

What Is Gemini Live and How Do You Use It? b

Google is rolling out this new voice assistant, and now you can have real-time, natural conversb
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https://www.mckinsey.{

McKinsey 2| 44 Al 211X (2024. 1)

Generative Al productivity
impact by business functions’

Total, % of
industry
revenue

High tech 4.8-9.3

Pharmaceuticals and
medical products

Healthcare

Insurance

Media and entertainment
Advanced manufacturing?®

Consumer packaged goods

Advanced electronics
and semiconductors

tier#key-insights
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Potential Use of Generative Al Potential Use Of Generative Al By Lawyers

Lawyers see the highest potential for generative Al tools to assist them in researching matters (65%)
Drafting documents (56%), document analysis (44%), and email writing (35%) are also important .

9 bve) ysis. (44%) g (35%) mp Awareness Of Generative Al
potential use cases.

Ethics Regarding Generative Al
"Our survey confirms what we hear from customers all over the world every day, that they are excited

about the potential of generative Al to help improve their productivity, efficiency, and overall business and
practice of law,” said Mike Walsh, CEO of LexisNexis Legal & Professional. "Customer-dnven innovation
is core to the approach we take with product development, and LexisNexis is excited that our Lexis+ Al
platform safely and securely provides critical generative Al tools to help legal professionals excel in their
Jobs.

work with trusted and ethical companies as they begin to use

Consumer Use Of Generative Al For Legal Work

0 Percentage (%) X B Use Cases

generative Al solutions in their work.

Consumer Use of Generative Al for Legal Work
Consumers largely use generative Al for researching legal topics
(60%). Many would consider using Al for legal assistance to creat

a will (40%), set up a business (37%), and develop a rental

agreement (39%).

? =0 /s UHE A3l bzt Jej= = e

https://www.lexisnexis.com/community/pressroom/b/news/posts/lexisnexis-international-legal-generative-ai-survey-shows-nearly-half-of-the-legal-profession-believe-generative-ai-

will-transform-the-practice-of-law NAVER c‘oua




Others, 7 4 Unit test case generation (20)
UniXCoder, 2 ¢ Test oracle generation (4)

StarCoder, 3 Testing + System test input generation (22)
oL BARTLE'_ A ¢ Vview ¢ + Bug analysis (7)
generation

5 Test oracle |
[=% [= %
e generation & e Debug 13
System test input Program
generation 22 repair 38
0 5 10 15 20 0 5 10 15 20 25 30 35
Paper Count Paper Count
1 A [
1 s “a
Requi £0) — Test | Test Design Test Case Test Test Report / y Bug Fix / Software
equiremen . . 1 . [ 1 ; 1
q Plan (0) and Review (0) Preparation (46) Execution (0) Bug Report (8) Regression Test (50) Release (0)

Fig. 4: Distribution of testing tasks with LLMs (aligned with software testing life cycle [134]-[136], the number in bracket
indicates the number of collected studies per task, and one paper might involve multiple tasks)

voull e o L o + Program analysis (9)
with LLM 4 + Mutation testing (7)
4 + Syntactic repair (6)
Fig. 6: LLMs used in the collected papers ¢+ Differetialtesing &30

4 + Others

Wang et al. Software Testing with Large Language Models: Survey, Landscape, and Vision. arXiv:2307.07221. 2023. NAVER Cloud
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Sovereign Al: Promising Business Sectors

*Reuters

Th Hype Cycle for Artificial Intelligence, 2024

e
Economist

Al Engineering
Responsible Al | Edge Al

Prompt Engineering + TN Foundation Models

AITRISM ] 7+ Synthetic Data
Doverelgn Al (O @ ModelOps
Generative Al

Artificial General Intelligence Neuromorphic Computing

Composite Al Smart Robots

Neuro-Symbolic Al
Decision Intelligence —
AlReady Data p—
Causal Al
Al Simulation

Computer Vision
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Multiagent Systems

Embodied Al

First-Principles Al
/ Intelligent Applications

Quantum Al v //.
Autonomic Systems Knowledge Graphs

Autonomous Vehicles
Cloud Al Services

Innovation Peak of Inflated Trough of Slope of Plateau of
Trigger Expectations Disillusionment Enlightenment Productivity

TIME
Plateau will be reached: <2yrs. 2-5yrs. @ 5-10yrs. A >10yrs. & Obsolete before plateau

https://www.economi Gartner

https://www.reuters.d
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France has risen dramatically in the
rankings to 5th place, thanks to the
emergence of a strong generative Al
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The Big Read

How the World Plans to Stop American Al
Domination

Around the world, the push for homegrown Al often originates from a belief that
English-first Al models from the U.S. put other languages and cultures at a disadvantage.

In South Korea, for example, internet conglomerate Naver is developing its own LLM,
HyperClova X, that it plans to use across its many services. That model could touch a lot of
Naver applications in the hyperconnected country: Imagine a mashup of Amazon,

Google and Uber, and you'll get an idea of the ground the company covers in South Korea.

Inside Naver, a team of safety experts is focused on making sure HyperClova X produces
answers that are culturally appropriate for its domestic audience. Kang Min Yoo, a Naver
research lead, said that Korea has a rich culture of neologisms that foreign large language
models often fail to understand. Similarly, he said Koreans tend to support government
controls on things like housing prices more than Americans do, and HyperClova X’s
answers reflect these social values better than non-Korean models do.

Large language models, he said, “could have a different answer depending on the context
and the location.”

Another important motive behind HyperClova X is the quest for lower computation costs.
The fees for using LLMs are typically based on the amount of data they’re asked to
process, which they break down into chunks of words or characters called tokens. More
tokens equal more costs.

Naver’s model—which is trained on 6,500 times more Korean data than OpenAI's GPT-3,
according to the company—is able to break down Korean queries into fewer tokens
compared to other, English-centric models, making it cheaper, Yoo says. (Independent
analyses of western large language models LLMs have shown that queries in non-English
languages require significantly more tokens to process than they do in English.)
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CLOVA for Hospital (Applied in NAVER 1784 In-House Hospital)

Lt ]
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Prognosis/health management

Diagnosis/prescription
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=|z| » . > » -
Q g Voice EMR a8 PRO Call > -
[ s i |
Patient-orient results

g Smart Survey =)
E-screening record Assistant for writing medical records Prognosis collection and management

O
HQQ Digital screening
EHR-QA (PRO) / Lifelog

Symptom
Health management

Reservation of medical centers

Summary/Retrieval/QA
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summary, explanation, consulting M ed M ax EMR Data refinement / standarization .
Standardized
clinical data
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CLOVA Voice EMR

Automatic conversion from verbal conversation between a patient and a doctor to a formal EMR draft

— 2]

EMR draft

Clinical conversation

9
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NAVER CLOUD PLATFORM
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HyperCLOVA X-Dash + On-premise & HoI E=} Al

Category Benchmark mu-choco-003-32k LLaMA 3.18b
KMMLU 47.85 41.20
HAERAE 74.61 44.45
KoBigBench (KBB) 64.64 $1.37
CLlcK 65.96 45.61
KoBEST 70.99 52.99
KorMedMCQA 64.94 51.95
KoFLAN 42.61 33.27
MMLU 65.65 65.12

BigBench-HARD 46.75 47.35

NAVER Cloud
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and many other Al experts, put forward
the Manhattan Declaration
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jungwoo.ha@navercorp.com

R Pinned Tweet
‘F Santiago &

@svpino

.

Al will not replace you. A person using Al will.
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